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Abstract 
 

Writer adaptation has been proved to be an 
effective approach to improve the recognition 
performance of the writer-independent recognizer for 
a particular writer. In this paper, we propose a writer 
adaptive handwriting recognition approach by 
incremental learning the Modified Quadratic 
Discriminant Function (MQDF) classifier. We derived 
the solution of Incremental MQDF (IMQDF) and then 
present a Discriminative IMQDF (DIMQDF) by 
deriving the solution of IMQDF in the updated 
discriminative feature space. Based on IMQDF or 
DIMQDF, the writer adaptation is finally performed 
by updating the MQDF recognizer adaptively. The 
experimental results for recognizing handwriting 
Chinese characters indicate that the proposed IMQDF 
and DIQMDF approaches can reduce as much as 
52.71% and 45.38% error rate respectively on the 
writer-dependent dataset while only have less than 
0.18% accuracy loss on the writer-independent 
dataset. In other words, the proposed IMQDF and 
DIMQDF based writer adaptation approaches can 
significantly increase the recognition accuracy on 
writer-dependent dataset while only have limited 
negative influence for general writer. 
 
 
1. Introduction 
 

With the emergence of Personal Digital Assistants 
(PDA) and of Tablet PCs using pen based interfaces, 
the handwriting recognition accuracy is the key factor 
in determining the acceptability of a handwriting 
recognition system and the whole application in which 
it is implemented. Motivated by these, many 
researchers devoted themselves to the field of 
handwriting character recognition and achieved great 

progress during the past 40 years [1-3]. However, 
recent researches [4-6] have shown that the 
recognition accuracy using state-of-the-art techniques 
cannot satisfy user’s expectations [7]. 

The training set of a writer-independent recognizer 
is typically composed of large sets of data produced by 
different writers to achieve a good performance for 
general writer, but it is not optimal with respect to any 
particular writer. A straightforward idea to increase the 
recognition accuracy for a specific user is adapting the 
writer-independent recognizer to the specific writing 
style, which is also known as writer adaptation [8-12]. 

Many the previous works either design for the 
small scale (small classes, small vocabulary) 
recognition problem [8-10] or focus on feature 
transformation module and ignore the classifier design 
module during the writer adaptation process [11-12]. 
In this paper, we propose a writer adaptation approach 
for large scale online handwriting Chinese character 
recognition by adaptively updating the Modified 
Quadratic Discriminant Function (MQDF) recognizer, 
which has been successful in achieving state-of-the-art 
performance for handwriting character recognition 
[13-14]. However, the assumption used in typical 
implementations of the traditional MQDF, that a 
complete dataset for training is given in advance, 
conflicts with the principles of the writer adaptation. 

To solve this problem, we have derived a solution 
of the MQDF model using incremental learning 
(henceforth referred to as the IMQDF), which enables 
the MQDF technique to be applied to the writer 
adaptation for the first time. On the other hand, in 
practical, the raw feature is usually transformed to a 
discriminative feature space to reduce the feature 
dimension as well as improve the recognition accuracy. 
In this situation, we can directly apply the IMQDF 
approach by assuming the discriminative feature space 
is preserved during the incremental learning process. 
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 However, this assumption is not reasonable and 
may cause recognition accuracy decrease due to the 
discriminative feature space is actually changed when 
the incremental samples are provided. To solve this 
problem, we proposed a Discriminative IMQDF 
(DIMQDF) to adaptively learn the MQDF model in 
the updated discriminative feature space. Based on 
these, the writer adaptation is carried out by adaptive 
updating MQDF recognizer to learn the specific 
writer’s writing styles. Experimental results on the 
writer-dependent dataset verify that both of the 
IMQDF and DIMQDF approaches are very effective 
to improve the recognition accuracy for a particular 
writer, and DIMQDF achieves better performance than 
IMQDF approach. Moreover, experimental results on 
the independent-dataset show that both of the 
proposed writer adaptation approaches have limited 
accuracy loss for the general writer. 

The remainder of this paper is organized as follows: 
Section2 first reviews the MQDF approach and then 
derives the solution of IMQDF and DIMQDF. The 
WIMQDF/WDIMQDF approach is proposed in 
Section3. And the proposed writer adaptation method 
is presented in Section4. Section5 gives experimental 
results and Section6 concludes this paper. 
 
2. Incremental learning of MQDF 
 
2.1 MQDF classifier 
 

Based on a Bayesian decision rule that classifies the 
input pattern to the class as the maximum a posteriori 
(MAP) probability of all the classes, the quadratic 
discriminant function (QDF) is obtained assuming a 
multivariate Gaussian density and an equal prior 
probability for each class. The MQDF proposed by 
Kimura et al. [13] incorporates a modification to the 
QDF through a K-L transform and smoothing the 
minor eigenvalues to improve the computation 
efficiency and classification performance. 

The discriminant function of a QDF classifier can 
be represented as [14]: 

1
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where M is the number of classes and iω represents 
the ith class, and _

ix  denotes the mean vector of class 
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By replacing the minor eigenvalues with a 
constant iδ , the MQDF classifier can be expressed as: 
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where K denotes the number of dominant eigenvectors. 
Since the training of the QDF classifier always 

underestimate the patterns’ eigenvalues by limited 
sample set, the minor eigenvalues become some kind 
of unstable noises and affect the classifier’s robustness. 
By smoothing them in the MQDF classifier, not only 
the classification performance is improved, but also 
the computation time and storage for the parameters 
are saved. 

 
2.2 Incremental learning of MQDF (IMQDF) 
 

Suppose X and Y are two sets of observations in 
the feature space, where X is the given observation set 
with N samples X= {xi} (i=1,…, N) in M classes, and 
Y is a set of new observations with L incremental 
samples Y = {yj

} (j=1,…,L) in P classes. It is 
worthwhile noting that some of classes in Y may be 
not available in X, in other words, some new classes 
may be introduced. Thus, the mixed observation set 
Z=X ∪ Y = {zk} (k=1,…,L+N) has L+N samples in C 
classes, where C≥M and C≥P. Without loss of 
generality, we assume that ni of the N original samples 
and li of the L incremental samples belong to class Ci 
(i=1,…, C), therefore, in the updated observation set, 
the sample number belonging to the Ci class is si=ni+li. 

Let 
yiixii yx ΣΣ ,,,

__
 represent the ith class’s mean vector 

and covariance matrix of the given observation set and 
the new observation set respectively. Then we have 
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According to the above definitions, each class’s 
mean vector _

iz and covariance matrix ziΣ of the mixed 
dataset can be updated as follows: 
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After updating the mean vector and covariance 
matrix of each class, the covariance matrix of each 
class is diagonalized by K-L transformation to obtain 
the dominant eigenvalues and eigenvectors. Finally the 
MQDF classifier can be updated according to Eq. (4). 
 
2.3 Discriminative IMQDF (DIMQDF) 
 

In practical, before using MQDF, a discriminative 
transform approach, such as Linear Discriminative 
Analysis (LDA) [15], Principal Component Analysis 
(PCA)[14] and General Tensor Discriminative 
Analysis (GTDA)[16], is usually employed to 
transform the raw feature to a discriminative feature 
space to reduce the feature dimension as well as 
improve the recognition performance. After then, the 
MQDF classifier is performed in the discriminative 
feature space. Due to the proposed IMQDF only can 
be used in the preserved feature space, therefore, when 
the discriminative transform approach is used, the 
IMQDF approach can’t be directly employed without 
the assumption that the discriminative feature space is 
preserved during the incremental learning process, but 
this assumption may cause performance loss.  

To solve this problem, we proposed a 
Discriminative IMQDF (DIMQDF) to improve 
performance of IMQDF by adaptively learning the 
MQDF classifier in the updated discriminative feature 
space. Since the LDA, also known as Fisher 
Discriminative Analysis (FDA), is widely used 
approach in the character recognition applications 
[1,3,4,11,12,14], in this section, we focus on how to 

incremental learning MQDF classifier in the LDA 
feature space. 

Suppose 
yiixii yx ΣΣ ,,,

__
 represents the ith class’s 

mean vector and covariance matrix of the given and 
new observation sets respectively in the raw feature 
space. And Worglda denotes the LDA transform matrix, 
which is trained by the given observation data. When 
the incremental samples are provided, the LDA 
transformation matrix is updated as Winclda according 
to the ILDA approach [12]. 

After then, each class’s mean vector 
_

i in c ld ay −
and 

covariance matrix yi inclda−Σ of the incremental data 
can be computed in the updated discriminative feature 
space according to: 
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Similar with above steps, each class’s mean 
vector

_

i incldax −
 and covariance matrix xi inclda−Σ of 

the given data can be computed in the new 
discriminative feature space as: 
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Since all the class’s mean vector and the covariance 
matrix of the given data and incremental data are 
obtained, each class’s updated mean vector and 
covariance matrix of mixed dataset can be computed 
by inserting Eq. (11)~(14) to Eq. (9) and Eq. (10) 
respectively. After obtaining the dominant eigenvalues 
and eigenvectors of each class’s covariance matrix by 
K-L transformation, the MQDF classifier can be 
updated in the updated discriminative feature space 
according to Eq. (4). 

 
4. Writer adaptation  
 

Figure 1 depicts a flow diagram of the proposed 
WDIMQDF/DIMQDF based writer adaptation 
approach. The initial MQDF modeling is trained using 
the full writer-independent training set. The 
preprocessing and feature extraction are performed 
firstly. After then, the feature space is transformed to a 
discriminative feature space to reduce the feature 
dimension and improve the recognition accuracy by 
LDA. Thereafter, to generate the MQDF recognizer 
for the writer-independent dataset, the adaptation 
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approach tries to find a statistical model and estimates 
the model’s parameters to fit the feature distribution of 
each class. When additional samples for a particular 
writer are provided, the LDA feature space is updated 
first, and then the parameters of each class’s feature 
distribution are re-estimated in the updated 
discriminative feature space to learn the writing styles 
of the particular writer adaptively. Finally, the updated 
MQDF recognizer is generated to improve the 
recognition accuracy for the particular writer. 

In the writer-independent recognizer training 
process, the feature of the independent training dataset 
is first extracted using an 8-directional feature 
extraction method [17]. And then, the parameters of 
each class’s distribution are estimated to generate the 
writer-independent MQDF recognizer according to the 
methods described in Section 2.1. 

The accuracy of a recognition system for a 
particular writer can be improved by adjusting the 
recognizer’s model to match the distribution of the 
particular writer’s handwriting more closely, rather 
than using the more generalized models trained for a 
large number of writers. Therefore, our writer 
adaptation approach begins by adaptive updating the 
new LDA feature space using the incremental samples. 
After transforming the given samples’ distribution 
parameters into updated discriminative feature space, 
we also compute the distribution models of the writer-
dependent dataset in the update discriminative feature 
space. In this way, the distribution models of both the 
writer-independent and writer-dependent datasets are 
obtained in the updated discriminative feature space. 
Thereafter, the distribution models of the mixed 
dataset can be generated according to Eq. (9) and (10). 
Finally, the updated MQDF recognizer is developed 
according to Eq. (4) using the distribution models of 
the mixed dataset. 
 
5. Experiments and Analysis 
 
5.1 Data preparation and experimental setup 
 

The evaluation of the proposed writer adaptation 
approach was conducted using two subsets of SCUT-
COUCH handwriting dataset [18], GB1 subset 
(henceforth referred to as CouchGB1 dataset) and 
Word8888 subset. The GB1 subset contains 168 
writers’ samples of 3755 categories of Chinese 
characters, whereas the Word8888 subset consists of 
30 writers’ samples of 8888 categories of most 
frequently used handwritten words. Figure2 shows 
some samples of the character “我” from the GB1 
subset and the words contains character “ 我 ” in 
Word8888 subset. It is worthwhile noticing that many 
different words contain same character. For example, 
all of the words in figure2 (b) contain the character 
“我”. This indicates that data collected in this way, in 
which the same character is collected for many times 
in accordance with the context of the word corpus, 
provides us with particularly realistic writer-
independent incremental handwritten samples. 

 

 
 
To build a general purpose classifier, we randomly 

selected 134 sets of data from the CouchGB1 to build 
a writer-independent baseline classifier, with the 
remaining 34 sets used to test the performance of the 
baseline classifier, as well as to evaluate the influence 
after the adaptation. In order to generate particularly 
realistic writer-dependent incremental handwritten 
samples, we first manually segmented all of the 
handwritten words samples into separate characters, 
which results in 2078 categories of 19595 isolated 
Chinese characters, to form a new dataset, the 

(a) Character “我”               (b) Words contain “我” 
Figure2: Samples from the SCUT-COUCH database

IMQDF modeling 

Figure 1 An overview of writer adaptation process (dashed lines show the flow of events for writer adaptation)
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IncCouchDB dataset. For each particular writer’s 
handwritten samples from the IncCouchDB dataset, 
we randomly selected 50% of each category’s data for 
adaptive learning the IMQDF model and then using 
the remaining 50% to test the writer adaption 
performance. It is worth noting that the two datasets 
don’t share any common writers. 
5.2 Baseline Performance on CouchGB1 and 
IncCouchDB before writer adaptation 
 

After the classifier was trained by 134 sets of 
CouchGB1 data, its performance was evaluated on 
both the testing sets of CouchGB1 dataset and 
IncCouchDB dataset respectively. Table 1 shows the 
average recognition rate of the baseline MQDF 
classifier on these two datasets. The results 
demonstrate that, since many of the writing styles of 
IncCouchDB are unseen in the training dataset, the 
recognition accuracy on IncCouchDB testing datasets 
is much lower than which on CouchGB1 testing 
dataset. In other words, the recognition accuracy for 
the specific writer should be further improved. 

 
Table1 Baseline performance on two datasets 

 Top1 Top5 Top10 
CouchGB1 96.03% 99.30% 99.49% 

IncCouchDB 88.56% 95.93% 96.82% 
 
5.3 Performance comparison with different 
writer adaptation approaches 

 
In this experiment, we examined the performance 

of the various writer adaptation approaches based on 
ILDA [12] and the proposed IMQDF and DMQDF 
approaches on the writer-dependent IncCouchDB 
dataset. It worth noting that since the MQDF classifier 
is not used in this experiment in previous method [12], 
we implement an ILDA plus MQDF based writer 
adaptation approach (we refer it as ILDAMQDF), 
where the LDA transform matrix is first updated using 
the new incremental data according to ILDA, and then 
the MQDF classifier model is transformed to the 
updated LDA feature space without employing the 
IMQDF approach.  

From the results given in table 2, it can be seen that 
the ILDA and ILDAMQDF based writer adaptation 
can only reduce less than 26% error rate and achieve 
less than 91.10% recognition rate for the particular 
writer, while the proposed IMQDF and DIMQDF 
based writer adaptation approaches can reduce above 
45% error rate and achieve above 93.75% recognition 
rate. In other words, they can improve the recognition 
accuracy from 88.56% to 93.75% and 94.59% 
respectively. On the other hand, it can be also found 
that the DIMQDF significantly outperform IMQDF, 
this indicates that by incrementally learning the 
MQDF model in the updated discriminative feature 
space, the performance of the writer adaptation can be 
further improved. Generally, the experimental results 
demonstrate that the proposed IMQDF based writer 
adaptation approach is very effective to improve the 
recognition accuracy for the specific writer, and by 
adaptive learning the MQDF recognizer in the updated 
discriminative feature space, the performance of the 
writer adaptation can be further improved. 

 
Table2 Recognition performance of various writer 

adaptation approaches 

Approach Initial Adapted Error rate 
reduction 

ILDA[12] 82.64% 87.08% 25.62% 
ILDAMQDF 88.56% 91.01% 21.39% 

IMQDF 88.56% 93.75% 45.38% 
DIMQDF 88.56% 94.59% 52.71% 

 
To examine the influence of writer adaptation 

approaches for total 30 different writers involved, 
figure 4 shows the error rate reduction of these four 
adaptation approaches for each particular writer. From 
the result given in figure 4, we can see that the 
proposed writer adaptation approaches significantly 
outperforms ILDA and ILDAMQDF approach for 
every particular writer. 

In addition to evaluating the performance 
improvement of the IMQDF and DIMQDF based 
writer adaptation approaches on the writer-dependent 
dataset; we also examined the impact of the proposed 
writer adaptation approaches for the general purpose 

Figure 4 Performance of different writer adaptation approaches for each particular writer 
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writer, since we don’t expect the adaptation to the 
particular writer’s handwriting style is at the cost of 
losing too much generality for other writer styles. The 
experimental result demonstrates that the accuracy loss 
on writer-independent CouchGB1 dataset are only 
0.02%, 0.18%, for IMQDF and DIMQDF based writer 
adaptation approaches respectively. It indicates that 
while the IMQDF and DIMQDF approaches can 
significantly improve the accuracy for different 
specific writers, they have very limited negative 
influence to general writer. 

 
6. Conclusion 
 

In this paper, we proposed a new writer adaption 
method to improve the recognition of handwritten 
Chinese character by incremental learning of MQDF 
model. We proposed the solution of IMQDF for the 
first time and then presented the DIMQDF approach. 
Based on IMQDF or DIMQDF, the writer adaptation 
was finally carried out by updating the MQDF 
classifier model adaptively. Experimental results 
demonstrated that both of the proposed IMQDF and 
DIMQDF based writer adaptation approaches can 
significantly increase the recognition accuracy for a 
specific writer, while at the same time, having limited 
negative impact for the general writer.  
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